Microtime Image Analysis, 2012, FAB Lab & Jelle Hendrix


Contents

21
Introduction


32
Instructions for installing


43
MIA user interface


43.1
File


43.2
Options


53.3
Analysis


53.4
Save


53.5
Extra


63.6
Help


64
Converting photon data to images


64.1
Picoquant data 



74.2
Other photon conversion options


85
Loading image series


95.1
Display options


105.2
Single-ROI analysis


105.3
Matrix-ROI analysis


115.4
Arbitrary ROI


126
Image analysis


137
Raw data intensity analysis


158
Cleaning up an image series before analysis


169
RICS analysis


169.1
Standard RICS analysis


209.2
Options for RICS calculation


209.3
Advanced (global or serial) RICS analysis


2710
Number & Brightness analysis


2810.1
Pre-processing settings in MIA


2810.2
N&B user interface


2910.3
N&B options


3110.4
Arbitrary ROI and N&B


3310.5
Saving N&B data


3311
Raster Lifetime ICS


3312
TICS


3413
Saving results


3513.1
Images


3513.2
TIF


3513.3
Saving a figure for a paper


3514
Analysis of kinetics


3615
Serial analysis


3716
Galvo calibration


3717
Troubleshooting




Symbols in the manual
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 information specific for Picoquant users.
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 this part of the program or manual is under construction.  
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you are being directed to another section in the manual
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important !

1 Introduction

MIA is a user friendly GUI for fluctuation analysis of images obtained with a microscope with PIE excitation and TCSPC detection, but any image obtained with an LSM can be analyzed also. The program depends on PAM (PIE analysis with matlab) when raw photon files are used, is a stand-alone program when TIF images are used, and is a standalone program when raw photon files are used, provided time gates, routing bits and module number are read-in properly. The main features of the program are:

· Raster Image Correlation Spectroscopy

· Cross correlation RICS

· Global RICS analysis (multiple RICS images, multiple components, blinking)

· Kinetic analysis
· Z-scan imaging

· Number&Brightness 

· (Cross N&B)
· Lifetime filtering (removing dark counts, afterpulsing) from images or filtering for certain species on the basis of the lifetime

· Serial analysis (hands-free analysis of multiple datasets
It is advised to read Hendrix, Schrimpf, Höller and Lamb, Biophys J 105 before using the program, if you want to understand what the program does.
2 Instructions for installing

· You need a 64-bit windows pc to run the program

· The program supports multi-core CPUs with hyperthreading

· If for some reason you have no access to a 64-bit windows pc, please let us know.

3 MIA user interface
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3.1 File
· opening data (TIF or photon data)

3.2 Options
· display, preprocess or analysis-specific options

3.3 Analysis
· Calls to the RICS and FCS/TICS analysis programs

· An option to open N&B data. Be sure the N&B options are set to the data that you are about to load.

3.4 Save
· Images as displayed in MIA. See the corresponding options menu:
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· TIF images of all checked frames in the series. See the LZW option in Photon-to-TIF ([image: image8.jpg]


4). Any image correction or preprocessing is not saved. Data is saved raw.

· Kinetic ([image: image9.jpg]


14) or serial ([image: image10.jpg]


15) analysis.
3.5 Extra
· Galvo calibration: for the Munich RICS setup
· Move data: can be used to move files (one or multiple) or folders a given number of folders upwards. The names of the folder are then merged into the file or folder name. Useful for resorting data after analysis.
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· Copy Data: essentially the same, only that the data is copied instead of moved. Usually it makes sense to copy TIFs from their original location to a folder where you’ll do a batch analysis of all data you have of one type, e.g. RICS.
3.6 Help
· calls this document

4 Converting photon data to images 

4.1 Picoquant data [image: image12.png]n




· You can convert PTU data to TIF once and do all analyses with the TIF files from then on.

· Choose File-Photon to TIF conversion
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· choose the TAC channels you want to calculate images of
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· the channels are read from the four routing bits 0, 1, 2, 3

· LZW compression makes the TIFs smaller, it’s best to check this but it will not be compatible with SimFCS.
· Single: one open dialog will appear, and you can select one file

· Multiple: one open dialog will appear, and you can select one file. Another dialog will open and you can select another file, until you press cancel. Only one file at a time. Choose the PTU file format.

· Do not use Zstack.

· The image timing is not saved in the TIF, you have to manually enter this in MIA.
· The PTU file has to be complete, i.e. the user cannot have pressed stop in the picoquant software.
4.2 Other photon conversion options 
[image: image15.png]


 If you’re going from PAM to MIA or convert photons to TIF images, there are other options which you have to preset in the ‘Set photon conversion options’ option in the ‘PIE-FI’ menu item in PAM.
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Read clock rate from info.txt: In principle, only this option needs to be checked when coming from PAM, otherwise the timing of the images is wrong. All other options are historical and do not work anymore.

PIE Channel: select which PIE channels MIA will use to calculate images.
Search for complete SPC file series: the program will search automatically for the total number of available frames when converting photon data to images or TIFS (export2TIF)

Lifetime weighting: bins the photon weights instead of their number into the image pixels (see Section on RLICS)
5 Loading image series
· Press File – Open
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· Load 1- or 2-color:  load single-color or RGB images. 

· When the data is RGB, you will get a popup window to select which RGB channels (R, G or B) you want to load. [image: image18.png]



· Load two 1-color experiments: first open data for the first channel, then a new popup will appear. 

· In the popup you can select the type of file(s) you want to open
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· Most files = single-frame image files, multi-frame image files, multiple single-frame files
· Hamamatsu files = EM-CCD files from Hamamatsu.

· the opened data will look like this:
[image: image20.png]



· you can select the color of the channel

· you can select to include/exclude each frame with the checkbox

· you can go to a frame by typing the number

· you can slide through the dataset

· Check wether the following settings match those of the image series you loaded

· [image: image21.png]Image info
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· Leave dead-time correction and spatial image averaging unchecked
[image: image22.png]


If you’re opening data obtained with analog detection (PMT, camera), put the pixel dwell time to 1000 µs. The displayed counts in the image are then analog counts.
5.1 Display options

· Via the Options menu – display options you can change the color scaling of each image:
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· transpose: transposes the loaded data in the XY plane. Should normally not be checked, unless data was acquired with Fabsurf (LMU software)

· scale pixels: scale the gray-value of the kept pixels with their intensity (between Min% and Max%)

·  scale ~pixels: scale the gray-value of the omitted pixels with their intensity (between Min% and Max%)

· example: [image: image24.png]



· [image: image25.png]


 a slider under each image would be nice, for realtime adjustments.
5.2 Single-ROI analysis
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· you can use a square or rectangular ROI and make it stick automatically to any side or corner of the whole image (useful when doing serial analyses)

5.3 Matrix-ROI analysis

· It is also possible to perform analysis in a matrix of ROIs. This is nice to automatically omit regions in the image on the basis of intensity or spatial variance.

· Will be used to map D, N and brightness automatically [image: image27.png]
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5.4 Arbitrary ROI
Can be used to do pixel-specific analysis. Kindof Matrix ROI with a 1-pixel ROI.

Options – Pre-process options

[image: image30.png]


 Powerful method for excluding specific pixels from further analysis.
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· Use arbitrary ROI: ticking this checkbox this will verify the setting in this panel.

· Omit below: omit those pixels who’s average intensity over the whole raw image series (in kHz) is below ‘50’ kHz. Put a zero to not use this.

· Omit if I outside: omit a pixel if its average intensity over the whole raw image series is a factor of ‘2’ different from the average intensity of the image series. The latter is calculated from those pixels that are included from the previous step. Put a zero to not use this.

· Any pixels that did not survive the above, will not be used in further steps.

· Use same pixels: in a two color analysis, all calculations (single + cross) are performed with those pixels that are included in both channels.

· Omit if var outside: omit a pixel in frame f of the corrected image if spatial variance around it (in a ‘5x5’ ROI) in frame f of the corrected image is a factor of ‘2’ different from the spatial variance in a ‘30x30’ ROI around it. Put a zero to not use this.

6 Image analysis
There are different kinds of analyses:
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The ‘middle’ image checkbox can be checked if you want to perform analyses on the middle image (the moving/spatial average that you subtract) rather than the right (the corrected image, i.e. the original one – the subtracted + the added) image. Usually you don’t have to check this box.
7 Raw data intensity analysis

· In the simplest case you just want to look at the data ‘as is’. For example; you might want to look at the intensity in a 30x30 ROI:

· [image: image33.png]



· Uncheck all checkboxes:
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· press intensity

· [image: image35.png]Intensity




· you get a window with the average intensity in the ROI as a function of frame:
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· left is the raw data, right is the same data normalized to the average of the whole trace. 
· If two color data are used, both data is normalized to the average of the channel 1 data.
· There are some options associated with the way intensity is calculated, and the way the data is displayed (menu Options – intensity Options):
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· If you use analog detection (PMTs or a CCD), put the ‘Y-scale in counts’
· Ch2 normfactor: value with which to multiply the second channel counts. The slider can be used to update the intensity plots in a live manner.
· Normal analysis: just the intensity

· X-axis in seconds: uses the frame time input from the MIA UI.

· Z-scan analysis: adds a G/R intensity image

· Z-scan frame range: the range of frames in which the G/R intensity is calculated

· dZ fabsurf: factor to convert frame number to distance
· threshold ratio: sets the max and min value of G/R

· reverse X axis: either left is up or down

· spatial averaging: perform a 3x3 median filtering of the G/R image to remove outliers
8 Cleaning up an image series before analysis

Especially for RICS analysis, any slowly moving structure with either very high (fluorescent aggregates) or very low intensity (dark vesicles) will make the correlation function non-analyzable. We’ve implemented different ways of dealing with that. 

· First of all, if a frame is obviously wrong, just uncheck it’s checkbox

· [image: image38.png]



· There are ways to let the program do this for you:

· Menu- options – preprocess options

· Removing frames that contain aggregates or aberrant intensity
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· Any of the above actions will check or uncheck the checkbox of frames if you do any analysis. To test what the program does, press preprocess and then scroll through the dataset to see which checkboxes have disappeared.
· Secondly, you can let the program remove some pixels in the ROI from further analysis ([image: image40.jpg]


16).
· you can let the program omit pixels that are too dim or bright, or let the program remove regions from the corrected image that have a too large spatial variance.  The program will color pixels that are removed from one or both channels with a user-defined color
9 RICS analysis
9.1 Standard RICS analysis

· For RICS, you have to spatially homogenize the image before correlation, otherwise the correlation function contains (centrosymmetrical) contributions from spatial inhomogeneities, on top of the (assymetrical) correlation due to molecular diffusion: 
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· In most cases, the settings as illustrated above are ok. ‘1 f’ means subtracting from each pixel its average in the window frame-1:frame+1, i.e. ‘1 f’ is a 3-frame phase conserving moving average

· If you press ICS/RICS with the above settings, the program will first perform pre-processing. Left is raw data, middle is the moving average that is subtracted, right is the spatially homogenized image.

· [image: image42.png]



·  Then the program will calculate the spatial correlation for each frame (left) and also the average correlation (right): 
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· For a quick analysis of the data, press Fit: 
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· clicking the left axis changes the view:
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· To save the correlation data, do this:
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· the program will save the current RICS image within the fit ROI

· Only the data within the green fit ROI will be saved into a .ric text file, together with the error on each point (SD).

· The Average count rate (in photons per pixel dwell time) is also written into the .ric file.

9.2 Options for RICS calculation
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· Type: in principle applies only for the CCF. Either you correlate image 1 x image 2, the other way around, or you calculate both and average them. In principle shouldn’t matter, except when the images are offset laterally. 

· Algorithm: fft2 with zero padding is the most correct method, but fft2 is fastest and for large (> 50x50) ROIs virtually the same. Xcorr2 is as correct as fft2 with zero padding, but infinitely smaller, since it doesn’t involve an FFT algorithm.

· Pixels to omit in ACF: first of all, images contain shot noise, which heavily autocorrelates at lag (ξ=0,ψ=0). So for an ACF, 1 pixel always has to be omitted from the correlation calculation. For a CCF between any two images, the pixels never have to be omitted.

· Shift images: obsolete option. When the average of the 1x2 and 2x1 correlation is calculated, both images are shifted by one pixel. Kindof corrects for a spatial offset between the two images due to lateral chromatic aberration. See ccRICS for a fit model to actually fit the shift.

· Add minimum (RLICS): when images are preprocessed for RLICS, the pixel intensities are often ~0, which gives a wrong normalization post correlation.  This option solves that by making sure all pixels are well above zero. Does not change the data.

9.3 Advanced (global or serial) RICS analysis
· Then you can open the saved data in the global RICS analysis program:
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· work in essence the same as fcsfit, besides:

· general overview:

· [image: image50.png]parameter
t edmng

Xi (x) i :
! o0 psi(y)
correlation i, ‘gorrelation
TR AT

results table

fit buttons

IR ===





· In this program there are two buttons in the toolbar that are of interest:

· [image: image51.png]



· left = open data

· right = open model

· Open the data (will have been saved as a .ric file)
· For most fittings, the fit model: ‘ICS_RICS_Model1_.m’ is ok
· This model includes a free diffusion term and an 2D Gaussian term. The latter term describes anything in the data that exhibits a circular spatial correlation. With a proper moving average subtraction, this could be anything that is not removed from the data by moving average subtraction.
· In parameter editing you can set for each dataset you loaded the initial values, whether you want to fix the parameter and whether you want the parameter to be fitted globally for all the data you loaded. Do not fix and global a parameter. In general, it makes sense to make a paramter global, if you don’t know what it’s value is, if you expect it to be the same for all data that you loaded AND if it is not the parameter you want to investigate (so generally, don’t global the diffusion coefficient).

· The Fix button can be used to fix most of the parameters for convenience.

· For the exemplary dataset:
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· F1 is the amplitude of the diffusion term
· D is the diffusion coeffiecient

· N is the number of molecules in the focus

· Wr is the radius (at 1/e^2) of the PSF (the focus)

· 1-F1 is the amplitude of the gaussian term. For good data, F1 > 0.3. If F1 < 0.3, the data in principle is unfittable.

· Wxy is the radius of the gaussian term, it describes the width of the circular contribution in the correlation function. Wxy is on the order of wr

· Offset is the value to which the correlation function decays ~0

· Ffast and tfast describe blinking of the fluorophore. For a good dye measured at the proper laser power, Ffast should not be > 0.4 and tfast should not be > 100 µs.

· Further fit options

· No error: doesn’t affect the optimization, but reduces fitting time considerably. RICS data are typically 2500 points per dataset, while for FCS it’s only 160. for global fitting, the var-covar matrix becomes huge!

· No Weighting: normally the error on each pixel is used to give a weight to each point during the fitting. You can gives each point a weight of 1 to check the effect on the fitting

· the fitting is in 3D but representation on the first tab in 2D.

· points to omit: sometimes it is necessary to omit the first, but also some of the next points in the x axis (See f.e. Gielen et al, RICS on a LSM 510 with analog detection). The omit parameter from now on is included in the RICS model, so the user can omit a different number of points in each loaded dataset. 
· %stdev: an extra parameter that appears in the results table. It is the ratio of average standard deviation per pixel over the largest G value. Gives an idea on how good the data is relative to the noise.
9.3.1 Fit Models
All RICS models contain a blinking term: 
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where Fb and τb are the fractional amplitude and relaxation time of the fast process respectively and GRICS(ξ,ψ) is any of the fit models below.
ICS_RICS_Model1_
1 diffusion component + 1 immobile component:
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	Eq. 2


and the number concentration N = FmobN’ for autocorrelation and NGR/(NGTNRT)  = Fmob/N’ for cross-correlation, with NGR the number concentration of double labeled particles, and NGT and NRT the number concentration of particles carrying respectively a green or a red label. The immobile (on the RICS timescale) fraction is described with a symmetrical 2D Gaussian-like function with ωimm the width at 1/e2 of maximal intensity. 
Parameters:

ICS_RICS_Model2_

Two diffusion components:
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	Eq. 3


Parameters:

ICS_RICS_Model3_
1 diffusion component  + 1 immobile component + a spatial shift in x and y
Due to lateral chromatic aberrations in the microscope, the 470- and 561-nm excitation foci did not completely overlap in the x- and y-direction in the sample. Therefore, cross-correlation data are best fitted with: 
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	Eq. 4


and ξs = ξ + and ψs the pixel lags, shifted by a fittable image offset in x- and y-directions, respectively. Only the time-independent part of this equation is affected by the offset, since dual-color images are offset with respect to each other in space, but not in time. Although this lowered the maximum possible cross-correlation between the two channels, the offset was smaller than the PSF size, between 0-80 nm. It must be stated that the foci also did not overlap perfectly in the z-direction. However, since this only affects the amplitude of the cross-correlation function (and not its shape), we did not take this into account. Z-shift is hardcoded in the model file!
Parameters:
ICS_2D_Gaussian

A simple 2D Gaussian
Parameters:

9.3.2 Note on error estimation

· Weighted residuals goodness of fit parameter rw = (pixel y-pixel yfit)^2/pixel y error. Has to be small. 

· chi² goodness of fit parameter:  sum(sum(rw))/N-1. Unity for a perfect fit

· On the next tab, you can see each dataset in 3D. Left = data, right is the fit model, colored according to the goodness of fit.

· [image: image60.png]x10





· Good fit:





bad fit:

· [image: image61.png]10
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9.3.3 global RICS analysis options

· There are further options in the Options menu.
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· Background: if you have background in the measurement, you can put a value here to correct the amplitude and brightness of the measurement.

· Limits of rw: for changing the false color scaling

· tolX etc... changing the number of iterations during the fitting

· all tabs same Z scale: press fit again to see the effect

· same color scaling in all tabs: press fit again to see the effect

9.3.4 Data normalization
· The normalization panel can be used to compare different datasets or to check for a dataset 

· [image: image64.png]Normalization
Geoffset
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· G –Gimm displays the fraction of the correlation function that is, according to fitting, due to diffusion. This can be used to judge the goodness of the data. I.e. if you don’t have much left when using this option, the data is worthless.
· normalization: to normalize to the concentration of correlation function amplitude (if blinking is included in the fitting)

· results of the fitting can be copied from the table into f.e. excel or can be save to the workspace
· also the images can be saved to the current folder

9.3.5 Fitting ccRICS data

· For fitting a cross-correlation with a spatial offset (in x/y) between the images, ‘Model_RICS_3D_CCF.m’ is better, cause the offset can be fitted (offset_x and offset_y).
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· Keep the pixels to omit = 0 in the global RICS program:[image: image66.png]omit [ksi]: 0




10 Number & Brightness analysis
N&B can be used to map concentrations and brightness (stoichiometry). The only thing that is done is calculating the mean and variance per pixel in the ROI, so N&B seems a straightforward method. The only problem is that the pixel variance is very easily biased by many experimental artefacts:
· Bright or dark slowly moving aggregates or vesicles

· Different methods can be used to throw out bad regions ([image: image67.jpg]


8 and 10.4)
· Laser fluctuations or focal drift (or piezo jumps)

· ([image: image68.jpg]


8)
· Cell-to-cell variations due to a different distance of the PSF from the coverslip 

· Use a Z-drift compensation system

· Incorrect image preprocessing: the moving average has to be variance-less. Spatially average the moving average if possible.

=> N&B analysis can be automated from the Analysis menu in MIA. Be sure you have loaded an exemplary dataset and have set all your settings correctly.
· => Since N&B samples individual pixels, you need to have enough statistics. The more frames or the brighter the molecules, the better. 
10.1 Pre-processing settings in MIA

· With photon counting data, the settings in MIA should look something like:
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· Make sure you fill in the correct pixel dwell time

· Use the correct dead-time (see Hendrix et al, BJ, 2013)

· To decrease the variance in the moving average that you subtract, spatially average the pixels before subtraction (3 f 3 p)
· Add the mean of the pixel (mean of pixel2), not the mean of the series.

10.2 N&B user interface

[image: image70.png]



· top is the images

· bottom is just the 1D histogram of the 2D image
· Intensity image = the average intensity image

· Image PCH: the photon counting histogram with the pixel dwell time as bin time: to visualize how many counts you have in pixels

· you can save the bottom histograms and reopen them later:
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· you can save the whole UI window as a figure by pressing the printer icon.
10.2.1 filter with ROI

· draws a draggable rectangle in the bottom right graph

· don’t be too fast, cause matlab is slow. 

· you can do a multiple N&B calculation from MIA, like for RICS

10.2.2 image scaling
· sets the scaling of the 2D histograms and only those.

· If you fix them, they’re also stored for later analysis.

10.3 N&B options

These options allow to fine-tune the N&B analysis or result representation.
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10.3.1 Data handling

· Affects all results in the N&B window

· Detection:

· Digital: for true photon counting. See Digman et al, 2008, Biophys J.

· Analog: for pseudo-photon counting or analog detection. Standard CLSMs are analog. See (analog) Dalal et al 2008, Micr Res Tech or (pseudo) Ossato et al, 2010, Biophys J.

· Channels:

· Ch1 & Ch2 work

· Cross-N&B does not work, but the code is pretty much there [image: image73.png]



· Analysis

· N&B (à la Gratton)

· epsilon and n: absolute values

· background = virtually zero for photon counting detection

· Spatial averaging 

· spatially averages the mean and variance image, before calculating the brightness and number image

· median filter (gratton): spatially smooth the intensity, variance and N and B images with a 3x3 median filter. Does not only remove outliers, it also changes the distribution of the data somewhat.
· Spatial or median averaging is not wrong. Spatial averaging is like imaging more frames. Reduces the spread on the data, but shouldn’t change the data.
· Segmentation
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· Thresholding:

· Can be used to omit pixels from further analysis, look at the 1D histogram to see the effect clearly

10.3.2 Histogram & Save settings
· Number of bins: depends a little on  the size of the ROI, but for a 256^2 image, you can easily go to 500 bins. 
· [image: image75.png]


 Don’t set this too low or high, cause the histogram won’t be representative for the data anymore
· Scaling of 1D histograms: If you want the histograms of all datasets that you analyse to have the same bins, just fix the bin range here. To be unbiased, leave this free.

10.3.3 Display options
· affects some of the plots
· log10 z scale: of the lower graphs, take the log10 in Z to make it more clear

· other options are self-explanatory

· Brightness of B image does not work, but the code is there [image: image76.png]



10.3.4 Save within limits

· If this option is fixed, during saving ([image: image77.jpg]


 10.5 or [image: image78.jpg]


15),  the average intensity, N and B are calculated from pixels within the the 1D histogram limits, IF the fix checkbox is checked!
10.4 Arbitrary ROI and N&B

This is another way of throwing out bad pixels from the N&B analysis, independent from the N&B Options window.

10.4.1 Settings

All setting in the arbitrary ROI panel in PreProcess options apply
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· All calculations for N&B are performed as usual. Pixels are omitted only right before histogramming and plotting the N&B results. It is done this way because N&B needs to be compatible with spatial averaging.

· All settings in the N&B options window are applied additionally but independently from what the arbitrary ROI does

· Variance thresholding also works, but if a pixel is omitted in at least one frame, this pixel will be removed completely from the N&B analysis. 

Example:
MIA:

[image: image80.png]



Green is included, purple is excluded

N&B:

[image: image81.png]



10.5 Saving N&B data

· Menu Save

· The data of the 1D histograms is saved ‘as is’, and the average Intensity, N & B is also calculated from the respective images and saved.

· When doing automated analysis ([image: image82.jpg]


15), these things are also saved for each file + the average values are finally outputted into a single excel sheet for easy reference.
11 Raster Lifetime ICS 

[image: image83.png]


 it works, but it’s not user friendly.
· You need PAM to create a lifetime filter

· Check the lifetime filtering checkbox. If you are not using a weighted PIE channel, the weights will be one.

· Tiffs are saved as integers, so you have to come directly from PAM by clicking the MIA button and starting from an FLCS PIE channel.

· If the signal is low, you have to check the FLCS button for the appropriate channel in MIA.

· You can subtract/add similar as for normal RICS

12 TICS 
[image: image84.png]


 manual is sloppy
· TICS calculates a TACF per pixel in the ROI and averages all TACFs. If the photon count in a pixel is too low or even zero, this TACF will bias the average TACF a lot. So threshold the average pixel intensity (for the moment in MIA-NBOptions!)

· The average count rate (in kHz) is written into the .cor file. 

Howto TICS

· Set the appropriate scanning info (also the frame time = frame + interframe!!)

· Set the ROI:

· Check with N&B whether inside the automatically positioned ROI, there are no retraction pixels or empty pixel

· Set the automatic omission of too low intensity pixels (via N&B options)

· Set –ROI mean + SeriesROImean

· Set scale bar size < image size in Save options and specify the range of images you want to for save image (1:50 f.e)

· If the microscope saved faulthy frames (no photons in a frame f.e.), use the preprocessing options to automatically omit them

· Auto TICS analysis will also save the intensity over time: this is NOT the intensity over time used for the TICS analysis, but the raw data (not preprocessed)

[image: image85.png]



· When doing auto TICS, the program asks what color you would like to give the save image.

TICS doesn’t work with variance thresholding!
13 Saving results
The program is supposed to be able to give you publish-ready images of pretty much anything you want.

13.1 Images

You can double click or right click the left images.

[image: image86.png]


 a ui-context menu would be nice here.
· All images are saved. If you want to spatially average the image, just check the spatially average checkbox and press preprocess before you save the image

· You can increase S/N by averaging multiple frames. To do that, ‘subtract’ a moving average. The middle image will be the multiple-frame average.

· You save what you see, so you can go to any frame you want.

· When you push the ‘image’ button, it just displays the image, you can then save it as you want

· When you go via Menu Save – Image - … the image is saved as a 300dpi compressed TIF image.

13.2 TIF

· Format is a uint16

· Compatible with SimFCS

· Only the frames which have a checkbox are saved

· Only within From and To is saved

· Whole image (so not inside ROI) is saved

· No corrections are saved

· Dead time correction cannot be saved because it makes the frames double

13.3 Saving a figure for a paper

· If you want to export any figure not listed below, just add a buttondownfunction in the creation of the axis

· RICSsinglecurvefit

· Figure is ready for print, just save it via the matlab menu option Export Setup and then export as a 300 dpi image

· You can click the left experimental RICS image, then you get the 2D form

· RICSmultifit

· The X correlation contains a buttondownfcn that plots the whole page in a new figure

· The menu contains a save images option that saves everything to the folder where the data is

14 Analysis of kinetics

Menu – Analysis – Save z-scan or kinetic....

· It is possible to perform automated RICS or N&B analysis in a window that moves inside (adjacent or overlapping) a single dataset. This way, changes in parameters (brightness, interaction, dynamics, concentrations,…) can be studied over (frame-) time.
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· Block size = do analysis in blocks of (20) frames
· Sliding window = move the block (5) frames for the next analysis.
· Sliding window = block size : contiguous blocks

· Sliding window < blocksize : overlapping blocks

· Sliding window > blocksize: gaps between blocks

· This can also be used for TIF image series that has n times z frames, with z the number of z-planes that were imaged. It is however more logical to store different Z planes in different TIFs and do a serial analysis.
15 Serial analysis 
Serial analysis allows to open and analyze multiple datasets in only a couple of mouse clicks. It can really reduce the number of man-hours needed to analyze data.

The input is a group of TIFs, each containing multiple frames. Every item is to be analyzed with the same settings.

· An exemplary dataset has to be open

· Set any settings you need for the analysis (pre-process options, other options, MIA UI…)

· Select the Menu – Analysis – Save Multiple .... 
· Select multiple TIF files.

· The program creates a folder of choice to put the results data in. By default, the date is used.
· [image: image88.png]Color: "green or "red"

Folder name:
140407 N8B

Cancel





A printscreen is saved at the beginning. So leave all the windows open of all the settings you want to remember later on (options menus, MIA user interface,…). Can be stored in a text file later…[image: image89.png]



When doing automated N&B on a Mac, xlswrite errors the first time it is called. It’s a java issue. Just try it once on e.g. 2 files, close MIA, and do it again. From then on it works. [image: image90.png]



16 Galvo calibration

[image: image91.png]


Manual is not written
MIA can help you align your galvo mirrors.

17 Troubleshooting

Photon to TIF conversion gives an error or doesn’t do what it should do

· Some setting in ‘Set Photon Conversion Options (PAM)’ might be wrong

· The wrong UserValues might be in use.
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