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Iron is essential to life, but poses severe problems because of its toxicity and the insolubility of hydrated ferric ions at neutral pH. In
animals, a family of proteins called transferrins are responsible for the sequestration, transport, and distribution of free iron. Com-
parison of the structure and function of transferrins with a completely unrelated protein hemopexin, which carries out the same
function for heme, identifies molecular features that contribute to a successful protein system for iron acquisition, transport, and re-
lease. These include a two-domain protein structure with flexible hinges that allow these domains to enclose the bound ligand and
provide suitable chemistry for stable binding and an appropriate trigger for release.

M
etalloproteins offer a fasci-
nating window into our evo-
lutionary history. Metal ions
provide chemical properties,

such as redox activity or coordination abil-
ity, that expand the functional repertoire
of proteins, which depend otherwise on
the main group elements of C, H, N, O,
P, S, and Se. On the other hand, biologi-
cal systems have also had to compete with
the intrinsic aqueous inorganic chemistry
of metal ions and find ways to assimilate
and incorporate them. Thus, the relation-
ships between metal ions and proteins
give insights not only into the ways in
which protein function has evolved, in the
context of complex three-dimensional pro-
tein structures, but also into the mecha-
nisms that have evolved in living systems,
to deal with and use elements from the
earth’s environment that have potentially
hazardous properties.

Iron is the fourth most abundant ele-
ment in the earth’s crust and, after alumi-
nium, the second most abundant metal.
As a transition metal, it also has im-
mensely useful ligand-binding and redox
properties. It is therefore not surprising
that it is used as an essential element by
virtually all living species, in which it is a
required cofactor in a multitude of pro-
teins of diverse biological functions. At
the same time, iron poses enormous prob-
lems. The very property that makes it at-
tractive for biological redox processes, the
easy one-electron interconversion of
Fe(II) and Fe(III), also makes iron toxic,
by generation of oxygen-derived radicals
and other damaging species (1). Aerobic
life also makes Fe3� the thermodynami-
cally favored species over Fe2�, leading to
problems of solubilization; the solubility
products of ferric hydroxides are such that
the equilibrium concentration of hydrated
Fe3� cannot exceed 10�17 M at pH 7.

For these reasons, living organisms
have evolved sophisticated molecular sys-
tems for the solubilization, sequestration,
transport, and release of iron. Microor-
ganisms, for example, use complex chelat-
ing molecules called siderophores to scav-

enge iron (2, 3) and devote considerable
metabolic energy to their biosynthesis.
Here, however, we focus on the proteins
that have arisen later in evolution to deal
with the requirements of more complex
multicellular organisms, notably verte-
brates. We consider two protein systems,
the transferrins, which transport iron, and
hemopexin, which transports heme, to
address questions of protein design. How
can the requirements of high-affinity bind-
ing for transport and protection be mar-
ried with the needs of iron delivery to
cells? What features make a successful
protein for the uptake, transport, and dis-
tribution of iron and iron compounds?

Transferrins: Scavengers and Distributors
of Ferric Iron
The name transferrin was originally given
to the serum protein that binds and trans-
ports iron for delivery to cells. It is now
also given to a wider family of homolo-
gous proteins that includes serum trans-
ferrin (sTf), lactoferrin (Lf), ovotrans-
ferrin (oTf), and melanotransferrin (mTf);
for more comprehensive reviews, see refs.
4 and 5. Only sTf has a proven transport
function, but all transferrins function to
control the levels of free iron in the loca-
tions where they are found. Lf, for exam-
ple, is present in milk, many other exo-
crine secretions, and white blood cells,
and binds iron even more tightly than
does sTf (6) and retains it to lower pH
(7); its function appears to be primarily
protective (8). The role of mTf, which is
found in both membrane-bound and solu-
ble forms (9), is uncertain but clearly re-
lates in some way to the control of iron.
All of these proteins are single-chain gly-
coproteins, with 670–690 amino acid resi-
dues and a molecular weight of �80 kDa.
A proposed ancestral gene duplication is
reflected in the twofold internal sequence
repeat in these proteins, with �40% se-
quence identity between their N- and C-
terminal halves. sTf, Lf, and oTf all bind
two Fe3� ions, with high affinity (Kd
� 10�20 M), together with two synergisti-
cally bound CO3

2� ions (4, 5), and this

unique cation–anion relationship is one of
the keys to understanding transferrin
function (see below). mTf, in contrast,
binds only one Fe3� ion, as a result of
amino acid substitutions in one binding
site (10).

Polypeptide Fold. The twofold sequence
repeat of transferrins is reflected in their
structures; sTf, Lf, and oTf (and by infer-
ence mTf) have all been shown by x-ray
crystallography (11–15) to fold into two
globular lobes, representing their N- and
C-terminal halves (Fig. 1A). Both lobes
have the same fold, comprising two do-
mains that enclose a large cleft in which
the iron binding site is located. There are
subtle differences in the two lobes, in
terms of structure, stability, and the ease
of iron release (5, 16), and there is some
evidence that the iron status of one lobe
can influence binding or release from the
other (16, 17). Nevertheless, the essential
elements of transferrin function can be
understood by consideration of the struc-
ture of either half-molecule. Two features
of the protein structure are of particular
importance. First, the binding cleft is hy-
drophilic, with many polar side chains and
some 10–20 water molecules, as appropri-
ate for binding an ionic species (Fe3�).
Second, at the back of the binding cleft
are two antiparallel �-strands that connect
the two domains, and these contain a
hinge that enables one domain to move
relative to the other, opening or closing
the cleft (Fig. 1B).

Iron Recognition and Binding. The binding
site is exquisitely tailored for binding iron
as Fe3�; this is emphasized by the fact
that although the binding constant for
Fe3� is �1020, that for Fe2� is only �103

(18). With only one exception [in certain
insect transferrins where a glutamine is
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substituted for histidine (19)], the iron
ligands are the identical in every trans-
ferrin, in both the N and C lobe (5). Four
protein ligands are provided, comprising
one carboxylate oxygen, two phenolate
oxygens, and one imidazole nitrogen,
from the side chains of one Asp, two Tyr,
and one His residue (Fig. 1C). These li-
gands are ideal for binding Fe3�, with
three anionic oxygens (hard bases in the
Pearson classification) and one neutral
nitrogen. The 3� charge of the ligands
also matches the 3� charge of the metal
ion. A second critical feature of the iron
binding site, however, is that a bidentate
carbonate ion fills the two remaining co-
ordination sites. The charge on the anion
is compensated for by a positively charged
arginine side chain and the positive charge
at the N terminus of an �-helix, which,
with the arginine, creates a highly favor-
able anion binding pocket. In a classic
example of molecular recognition the full

hydrogen bonding potential of the CO3
2�

ion is used (5), and neither Fe3� nor
CO3

2� is bound significantly in the absence
of the other.

Iron Release. Mechanically, the key feature
in iron release is that the hinge in the two
‘‘backbone’’ strands at the back of the
cleft enables one domain to rotate 50–60°
relative to the other, opening the cleft and
releasing iron (20–22). This conforma-
tional transition, from closed to open
structure, is shown in Fig. 1B. What, how-
ever, triggers this transition? Iron is re-
leased in the context of receptor-mediated
endocytosis, in which the iron-loaded sTf
binds to cell surface receptors, is internal-
ized, releases its iron within the endo-
some, and is then returned to the surface
for more rounds of binding and transport
(23, 24). Two factors appear to operate in
facilitating iron release. First, there is evi-
dence that the receptor itself may act to

selectively ‘‘prize open’’ the C-lobe bind-
ing site (25). Second, the pH in the endo-
some is �5.5, substantially lower than the
extracellular pH of 7.4, and at this low-
ered pH sTf spontaneously begins to re-
lease iron (16).

The precise nature of transferrin–
receptor interactions is not known, but the
effect of pH has been the subject of inten-
sive studies. Inspection of the protein
structure shows that in the closed, iron-
bound form there are surprisingly few in-
teractions between the two domains apart
from those provided by the covalent
bonds to iron. Networks of water mole-
cules within the cleft between the two
domains allow for easy access of protons
to ligands. Thus, protonation of any of the
iron ligands will weaken binding and favor
domain opening. The first step appears to
be protonation of the carbonate ion (26,
27), which initiates dissociation of the an-
ion (27), and later steps implicate proto-

Fig. 1. (A) Ribbon diagram showing the characteristic bilobal structure of transferrins. Shown here is the iron-bound form of human Lf, with the N lobe on the left
and the C lobe on the right. In each lobe, domain 1 is gold and domain 2 is green, with a single Fe3� ion (red sphere) and CO3

2� (orange) bound in the interdomain cleft.
An �-helix (magenta, top) joins the two lobes; in Tf this is nonhelical. The C-terminal �-helix (pink) may play a role in communication between the lobes (57). (B) The
conformational change that accompanies iron binding, shown here for the N lobe of human Tf (21). A hinge in the two �-strands that run behind the iron site allows
one domain to move relative to the other. Two helices (blue) act as a fulcrum; one pivots on the other. (C) The canonical iron binding site of transferrins, shown here
for the N lobe of human Lf, involves two tyrosine ligands, one aspartate, one histidine, and a bidentate CO3

2� ion in a pocket formed by an arginine side chain and the
N terminus of an �-helix. In the N lobe of sTfs, a pair of lysine residues forms a pH-sensitive interaction that assists iron release; these replace Arg-210 and Lys-301 shown
here for Lf. (D) Comparison of the iron binding site found in transferrins (Left) with that in the bacterial periplasmic ferric binding protein (Right). In both cases a
coordinating anion (carbonate and phosphate, respectively) is at the N terminus of a structurally homologous �-helix and a carboxylate ligand is contributed from a
homologous loop. The histidine and two tyrosine ligands come from quite different parts of the structure, yet generate a binding site that is spatially and chemically
almost identical. These and other figures were drawn with MOLSCRIPT (58) and rendered with RASTER3D (59).
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nation of the histidine and�or tyrosine
ligands (26). In the N lobe of sTfs, a pair
of hydrogen-bonded lysines close to the
iron center provides another pH-sensitive
site; protonation of this ‘‘dilysine pair’’
would promote domain opening because
the two residues are from opposing do-
mains and should repel one another when
both are charged (28–30). The full picture
is probably that a series of protonations,
beginning with the anion, generate a
smooth transition toward the open state
as iron binding is progressively weakened.
Three protons are taken up on iron re-
lease (4).

Importance of Dynamics. Conformational
change is central to transferrin function.
Whereas the importance of domain open-
ing in iron release is obvious, dynamics
also appears to play a vital role in iron
binding. Kinetic and spectroscopic studies
suggest that the CO3

2� ion binds first (31,
32), and structural arguments support this
(5). Once the anion has bound to the apo-
protein, four of the six iron ligands (two
carbonate oxygens and two tyrosines) will
be associated together on one domain,
and it is reasonable to suppose that this is
the site of initial iron binding; indeed such
intermediates have been defined crystallo-
graphically (33, 34). How, then, do do-
main closure and coordination to the
other two ligands (Asp and His) occur,
given that the latter are 9–10 Å away, on
the other domain? Here, several crystal
structures give a key insight. One crystal
form of human apo-Lf has the N lobe
open and the C lobe closed (20), whereas
another has both open (35), and horse
apo-Lf has been found with both lobes
closed (36). Likewise, bacterial periplas-
mic binding proteins (PBPs), which resem-
ble transferrins in fold and function, have
also been observed in ligand-free but
closed conformations (37). The strong
suggestion is that in their iron-free form,
transferrins can sample both open and
closed states; if iron is bound to one do-
main, the other domain will then ‘‘lock
on’’ as the protein samples the closed
state, whereas if iron is not present it sim-
ply opens again (5, 38). The key to this is
that there is a fine balance between open
and closed states (39) in the absence of
bound iron, with very little energy differ-
ence between them. Where the equilib-
rium lies may vary from one transferrin to
another, but in broad terms it matters
little, so long as the protein can sample
both open and closed states, with small
activation barriers between them.

What Has Evolution to Tell Us? The advan-
tages of a bilobal structure (and of the
gene duplication) has always been a puz-
zle. One suggestion has been that the
larger size (relative to a single-lobe pre-

cursor) prolonged the lifetime of trans-
ferrin circulation by lessening its loss
through the kidneys (40). However, bilo-
bal transferrins are also found in insects,
which lack the sophisticated circulatory
systems of vertebrates. An alternative pos-
sibility is that the bilobal structure allows
additional levels of control, for example
through communication between the lobes
(16, 17), or through variations in the ori-
entations of the two lobes, which could
give receptor discrimination.

A second question concerns the evolu-
tionary precursor to the transferrins be-
fore the gene duplication. Can we find a
single-sited, single-lobe transferrin relative
and what would this tell us? Close scru-
tiny of the polypeptide folding in Lf (41)
identified a potential evolutionary link
with bacterial PBPs, which transport
ions and small molecules through the
periplasm of Gram-negative bacteria (42).
These are half the size of transferrins, fold
into two domains, and release their li-
gands by domain opening (43). Compari-
sons showed that not only does each
transferrin lobe have the same fold as that
in several anion-binding PBPs, but that
the anion also binds in an analogous site
(5, 41). Sequence identity between trans-
ferrins and PBPs is low (�12–15% iden-
tity between the N lobe of Lf and the sul-
fate-binding PBP), but equally low
sequence identity is also found between
members of the PBP family. The similar
fold and similar anion binding site and
function suggested the possibility of diver-
gent evolution from a common anion-
binding precursor molecule, with the iron
binding site in transferrins as a later evo-
lutionary addition (5, 41).

Recently the structure of a PBP that
transports Fe3� ions (ferric binding pro-
tein, FBP) was determined (44). FBP also
has the same fold as each half-transferrin,
and a very similar iron binding site (Fig.
1D) that includes four protein ligands, one
carboxylate (Glu), two phenolate (Tyr),
and one imidazole (His). A phosphate ion
and a water molecule complete the iron
coordination. Remarkably, although the
phosphate ion and the Glu ligand in FBP
belong to structurally equivalent regions
to those that contribute the carbonate ion
and the Asp ligand in transferrins, the
other three ligands come from quite dif-
ferent parts of the protein structure than
their counterparts in transferrins.

The inferences are that (i) the trans-
ferrins are likely to have arisen by evolu-
tionary divergence from an anion-binding
precursor, shared with FBP and the an-
ion-binding PBPs, (ii) in each case the
metal-binding residues have been added
later, in different places on the polypep-
tide but generating the same site spatially
and chemically, and (iii) evolution has
discovered the same iron binding appara-

tus twice, by convergence (44, 45). We
conclude that this is a highly favorable set
of ligands for binding Fe3� ions and that
the inclusion of an exogenous anion, with
suitable pKa, in the coordination sphere
may be likened to an Achilles heel that
allows iron release to be initiated.

Hemopexin: Recycler and Transporter
of Heme
Heme is used in a wide variety of biologi-
cal processes, including respiration and
energy transfer. Turnover of heme pro-
teins, notably hemoglobin, leads to the
release of heme into extracellular fluids,
with potentially severe consequences for
health. Like free iron, heme is a source of
essential iron for invading bacterial patho-
gens (46) and is highly toxic because of its
ability to catalyze free radical formation.
Levels of free heme are usually low but
can become dangerously high in condi-
tions of hemolytic disease. Protection is
given by hemopexin, a 60-kDa serum gly-
coprotein that sequesters heme with very
high affinity (Kd � 10�12 M) from the
bloodstream (47), transports it to specific
receptors on liver cells, where it under-
goes receptor-mediated endocytosis, and
releases its bound heme into cells (48). It
thus serves both to protect against heme
toxicity and to conserve and recycle iron.

Polypeptide Fold. Hemopexin is folded
into two homologous domains of about
200 amino acid residues each, joined by a
20-residue linker (49, 50). There is �25%
sequence identity between the two do-
mains (50), consistent with an ancestral
gene duplication. Both domains have the
same fold (Fig. 2A), which comprises a
striking and unusual arrangement of four
�-sheet modules arranged in tandem as
the blades of a four-bladed �-propeller
(51). This forms a flat, disk-like structure
with a narrow tunnel through the center
and is a variant of the larger six-, seven-,
and eight-bladed �-propeller domains (52)
that are found in many cellular and cell-
surface proteins that mediate protein–
protein interactions (53). The crystal
structure of the heme-bound form of he-
mopexin (54) shows that the two domains
associate such that one edge of the C-
terminal domain packs against the face of
the N-terminal domain, in the vicinity of
the central tunnel opening (Fig. 2B). Both
domains appear to be rather rigid, stable
structures. In contrast, the linker peptide
is flexible. Even in the heme-bound form,
part of the linker is disordered, and in
apo-hemopexin, in the absence of heme, it
is highly protease-sensitive (47, 49) and
may simply act as a flexible tether be-
tween the domains.

Heme Recognition and Binding. Hemopexin
binds a single heme molecule, between
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the two �-propeller domains, in a pocket
bounded by the interdomain linker pep-
tide (ref. 54; Fig. 2B). This linker plays a
critical part in the creation of the binding
site, forming its outer boundary and inter-
acting with the heme to help stabilize the
complex. The heme is bound by two histi-
dine residues, His-213 from the linker and
His-266 from the C-terminal domain,
which coordinate the Fe(III) of the heme
group. It is not completely buried, and the
high heme affinity is undoubtedly gener-
ated by the host of noncovalent inter-
actions that contribute to binding. The
porphyrin ring is, apart from its two pro-
pionate substituents, hydrophobic, with
highly delocalized � bonding. Accordingly,
a large number of aromatic residues, all of
them invariant in hemopexin sequences,
pack around the heme (Fig. 2C), and with

other hydrophobic residues provide a
highly favorable binding environment. Un-
usually, the two heme propionates are
also largely buried, but they are stabilized
by basic residues that cluster around them,
two arginines around one propionate and
three histidines around the other (Fig.
2C). These may act as electrostatic an-
chors that guide the heme into place (54).
The overall environment seems at first
sight to be unusual, with its combination
of hydrophobic and basic residues, but it is
highly structured, with striking stacking of
side chains that involves not only aromatic
groups but also arginine side chains, histi-
dine side chains, and the heme in �–�
and cation–� interactions.

Heme Release. As in the case of iron re-
lease from transferrin, heme is released

from hemopexin in the low pH environ-
ment of the endosome, following recep-
tor-mediated endocytosis (48). Little is
known about the influence of the he-
mopexin receptor. However, it is likely
that heme release begins with disruption
of the way in which the linker peptide
wraps around the heme, perhaps triggered
by the binding of one or both of the rigid,
disk-like domains to the receptor (54) or
by protonation of some of the basic resi-
dues that cluster round the heme. Even in
the heme–hemopexin complex the linker
has a disordered region, which may act as
a ‘‘hot spot’’ that initiates unwrapping.
Protonation of His-213, the heme iron
ligand that is contributed by the linker,
could then lead to breakup of the com-
plex. No structure is available for apo-
hemopexin, but it is known that heme
binding induces conformational changes
that do not change the secondary struc-
ture, presumably through association of
the two rigid domains (55). Heme binding
also markedly increases resistance to heat
(56) and proteolysis (49). These changes
are consistent with a transition from a
flexible, open form to the tight association
of the domains seen in the crystal struc-
ture, in which association the heme plays
a central part (54).

Evolution. A curiosity in the hemopexin
story is that when the isolated N-termi-
nal domain is separated by proteolysis,
it is found to bind heme on its own
(49). This led to initial expectations
that this domain would provide the
heme binding site in intact hemopexin.
As shown crystallographically (54), this
is not the case, and the structure
shown in Fig. 2 A clearly represents the
physiologically relevant mode of heme
binding. Nevertheless, a plausible
model can be built for binding to the
N-terminal domain, in which heme
slots into a crevice leading into the
central tunnel (Fig. 2D). Perhaps this
property is an evolutionary relic of an
ancestral single-domain heme binding
protein, predating the gene duplication
that gave the present two-domain pro-
tein. The interdomain binding site in
today’s hemopexin evidently gives
greater control of binding and release.

Common Principles: What Makes an
Effective Protein for Binding, Transport,
and Release?
Although these two protein families are
seemingly very different in structure, a
number of common principles emerge. In
each case:

(i) The protein provides a binding site
(for Fe3� or heme) between two pro-
tein domains. Each uses domains of
completely different construction, but
the principle is the same. This fold

Fig. 2. (A) Ribbon diagram showing the characteristic four-bladed �-propeller fold found for each domain
of hemopexin. Each module (blade) comprises a four-stranded twisted �-sheet, with the four modules (shown
in green, cyan, blue, and magenta from N to C terminus) arranged in tandem around a central tunnel, in which
are bound several anions and cations. (B) Structure of the heme–hemopexin complex. The heme (green) is
bound between the N- (blue) and C-terminal (red) �-propeller domains in a pocket that is bounded by the
interdomain linker peptide. Two histidine residues (cyan) coordinate the heme iron. A disordered part of the
linker that may be a ‘‘hot spot’’ where unwrapping of the heme begins (see text) is black. Ions bound in the
central tunnel of each domain are purple (two Na� and one Cl� in each domain and a phosphate in the C
domain only). (C) Surface representation of the heme environment, showing how the porphyrin ring slots into
a cleft between aromatic and other hydrophobic side chains (green) and basic side chains (blue) that pack
around it. The heme propionates extend into the lower part of the cleft, below the aromatic residues, and
interact with arginine and histidine residues. (D) Putative mode of heme binding to the isolated N-terminal
domain of rabbit hemopexin. In this proposed model the heme binds to His-127 [as shown chemically (60)] and
His-82, with one propionate extending into the central tunnel. Two cations (magenta) and one anion (yellow)
also occupy this tunnel.
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gives the possibility of complete
enclosure of the ligand, but also pro-
vides a means of release.

(ii) There are only weak interactions
(many of them water-mediated) be-
tween the domains, apart from those
directly involving the bound ligand
(Fe3� or heme). Once ligand binding
is weakened, therefore, the domains
can readily move apart.

(iii) The appropriate chemistry is used
to generate tight binding, a polar
environment and an appropriate set
of ligating residues for Fe3�, and
aromatic and basic residues for

the heme porphyrin ring with two
His residues to coordinate its iron
atom.

(iv) A trigger initiates release. In the case
of transferrin, this is provided by re-
ceptor binding and by protonation of
the carbonate ion and other residues
in and around the iron site; in the
case of hemopexin, this is probably
provided by receptor binding, desta-
bilization of the linker, and protona-
tion of the His ligands.

(v) Once binding is weakened the do-
mains can move apart to complete
the process of release.

(vi) The dynamics of multidomain assem-
blies play a role in both cases, well
understood in the case of transferrins,
but not yet in the case of hemopexin.
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